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1865 inheritance tree was decomposed from top to bot-
1866 tom. The class DrawingPanel was split into two new
1867 classes, PerPanel new 1 and PerPanel new 2, with
1868 greater cohesion because the methods defined in its
1869 corresponding subclass NetPanel could only invoke
1870 or override the super-methods of PerPanel new 1, so
1871 the class PerPanel new 2 had no subclasses after
1872 refactoring. Thus, the depth of the extracted inheri-
1873 tance tree and the average number of immediate
1874 descendants of the classes were reduced. There are
1875 no pull up/down refactoring operations in our
1876 approach, so theDIT andNOC metric values should
1877 not increase. However, the Snelting/Tip algorithm
1878 will introduce new subclasses if their methods are
1879 executed together, which improves their functional
1880 cohesion. In Moore’s algorithm, to remove the dupli-
1881 cated method, we need to pull up the duplicated
1882 method to its corresponding superclass. Both of
1883 these operations made the DIT and NOC metric val-
1884 ues higher. According to empirical studies, we con-
1885 clude that the DIT and NOC metrics are good
1886 indicators of fault proneness [31], [32], [33]. A system
1887 becomes easier to understand and more maintain-
1888 able during the software life cycle as the DIT and
1889 NOC metric values decrease. Thus, the values of Un

1890 andMa obtained by our approach were higher.
1891 (2) Our approach identifies the refactoring opportuni-
1892 ties based on the principle of “high cohesion and
1893 low coupling,“ so it is not surprising that the cou-
1894 pling and cohesion metrics for MPC, RFC, CAM,
1895 LCOM, and EP improved after performing the
1896 refactoring operations. There were a limited number
1897 of duplicated methods in the system and we
1898 removed some operations to avoid introducing mul-
1899 tiple inheritances, so the quality changes caused by
1900 Moore’s algorithm were less obvious. Compared
1901 with the Snelting/Tip algorithm, far fewer

1902refactoring operations were suggested by our
1903approach because the threshold Th2 was used to con-
1904trol the restructuring efforts. However, the values of
1905the metrics obtained by the proposed approach were
1906better or similar to those obtained by the Snelting/
1907Tip algorithm. Lower cohesion leads to more dupli-
1908cate work and greater effort when reusing the sys-
1909tem design [44]. The fault-proneness of a class is
1910higher when the coupling between the software
1911components is stronger [32]. Thus, lower cohesion
1912and greater coupling can decrease the Reusability,

TABLE 11
Design Properties of the Three System-Level Refactoring Algorithms Used for Comparison

Software Approach DSC ANA (DIT ) DAM MPC CAM MOA NOP CIS NOM (WMC) RFC LCOM NOC

JHotDraw 7.0.6

Before 309 0.62 0.73 18.78 0.11 0.53 1.83 11.96 16.31 23.15 218.73 1.17
Snelting’s 428 1.42 0.50 12.38 0.19 0.60 1.07 7.54 11.80 17.01 201.32 6.98
Moore’s 317 0.73 0.69 18.83 0.13 0.57 1.49 11.10 16.02 22.42 207.55 1.30
Ours 343 0.61 0.63 17.61 0.25 0.72 1.63 9.92 14.95 18.95 142.85 1.08

JFreeChart 0.9.7

Before 551 0.60 0.63 14.02 0.13 0.34 1.34 12.20 16.72 19.66 413.50 1.45
Snelting’s 801 1.76 0.44 7.99 0.19 0.57 0.96 8.04 10.75 13.71 298.68 6.56
Moore’s 573 0.71 0.60 14.07 0.14 0.36 1.17 11.42 16.01 18.32 390.43 1.59
Ours 599 0.58 0.53 12.74 0.26 0.50 1.12 10.15 15.25 15.08 270.64 1.15

jEdit 2.7

Before 251 0.40 0.72 21.02 0.15 0.56 1.52 14.39 20.19 23.55 235.82 1.09
Snelting’s 414 1.03 0.44 10.43 0.23 1.05 0.90 9.67 9.02 12.97 157.90 6.82
Moore’s 256 0.29 0.64 19.09 0.12 0.59 1.40 13.46 17.83 20.34 219.04 1.11
Ours 278 0.27 0.65 18.35 0.35 1.12 1.30 12.36 17.98 18.7 203.62 1.05

HSQLDB 1.8.1.4

Before 301 0.85 0.75 35.62 0.19 1.16 1.25 25.31 35.32 36.23 559.66 1.12
Snelting’s 602 2.31 0.59 20.12 0.32 1.72 0.83 20.11 17.23 21.99 423.40 7.81
Moore’s 309 0.91 0.73 34.87 0.20 1.17 1.25 23.2 34.96 35.43 530.77 1.29
Ours 354 0.84 0.67 35.17 0.30 1.53 1.01 23.29 31.63 31.81 491.05 1.08

Jmol 9.0

Before 169 0.41 0.83 17.88 0.14 0.89 1.28 18.46 24.39 22.65 450.71 1.00
Snelting’s 281 1.56 0.56 11.06 0.33 2.09 0.85 13.21 12.03 13.09 328.14 6.01
Moore’s 176 0.43 0.81 17.20 0.20 0.90 1.20 17.50 23.96 21.86 437.00 1.08
Ours 187 0.34 0.81 15.75 0.30 1.71 1.02 16.39 23.08 18.35 417.18 0.93

TABLE 12
Metrics for the QMOOD and Maintainability Models
Obtained by the Three System-Level Refactoring

Algorithms Used for Comparison

Software Approach Ru Fe Un Ma EP Time (min)

JHotDraw 7.0.6

Before 1.00 1.00 �0.99 1.00 0.92 -
Snelting’s 1.27 0.86 �1.07 0.23 0.80 64.60
Moore’s 1.03 1.02 �0.95 0.84 0.90 1.89
Ours 1.29 1.07 �0.59 2.41 0.84 0.98

JFreeChart 0.9.7

Before 1.00 1.00 �0.99 1.00 0.91 -
Snelting’s 1.28 1.23 �1.37 0.41 0.83 50.89
Moore’s 1.01 0.95 �1.00 0.91 0.88 2.13
Ours 1.17 1.09 �0.70 3.15 0.84 1.12

jEdit 2.7

Before 1.00 1.00 �0.99 1.00 0.93 -
Snelting’s 1.42 1.26 �1.19 0.76 0.85 27.98
Moore’s 0.95 0.98 �0.91 2.11 0.91 2.54
Ours 1.27 1.36 �0.75 2.79 0.86 1.97

HSQLDB 1.8.1.4

Before 1.00 1.00 �0.99 1.00 0.95 -
Snelting’s 1.68 1.13 �1.31 0.42 0.84 25.35
Moore’s 0.99 1.00 �1.00 0.9 0.93 1.96
Ours 1.20 1.03 �0.78 1.54 0.82 2.55

Jmol 9.0

Before 1.00 1.00 �0.99 1.00 0.86 -
Snelting’s 1.62 1.52 �1.39 0.34 0.8 19.33
Moore’s 1.03 0.98 �0.85 1.05 0.83 2.28
Ours 1.23 1.33 �0.71 2.07 0.82 1.32
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1913 Flexibility, Understandability, and Maintainability
1914 of software. Consequently, all the system-level met-
1915 rics were improved by our approach.
1916 (3) If methodmi is identified as a move method refactor-
1917 ing opportunity, then all the classes that contain the
1918 invocations of mi should add an instance variable of
1919 the target class for mi. Thus, the MOA metric value
1920 will increase due to the move method/field refactor-
1921 ings. In our approach, to ensure that the refactored
1922 inheritance tree can invoke the extracted classes, we

1923create instance variables for the extracted classes in
1924the refactored classes. The Flexibility function
1925defined in the QMOOD model demonstrates that the
1926system design is more flexible when theMOAmetric
1927value is higher.
1928(4) Extract class refactoring operations were suggested
1929by all three algorithms, and thus theDSC metric val-
1930ues increased in all cases. Therefore, the NOM met-
1931ric, which is considered an indicator of complexity,
1932clearly decreased. Obviously, the total number of

Fig. 22. Metric quotient changes after performing refactoring operations.

Fig. 23. Quality changes after performing refactoring operations.
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1933 new classes introduced by the Snelting/Tip algo-
1934 rithm was larger than that obtained by the other
1935 approaches because of its larger refactoring effects.
1936 (5) Some classes are decomposed by refactoring, so the
1937 class size becomes smaller and the number of private
1938 (protected) attributes is reduced; thus, the DAM
1939 metric values decrease. However, the changes in the
1940 DAM metrics with our approach were smaller than
1941 those using the Snelting/Tip algorithm. This is
1942 because a higher weight is assigned to cluster the
1943 attributes and the methods that access them, and
1944 thus the attributes largely avoid being accessed by
1945 methods declared in other classes, and their visibility
1946 is not changed. In this manner, side effects on the
1947 Flexibility and Understandability of the software sys-
1948 tem are minimized.
1949 (6) As the class size decreases, the average number of
1950 methods that can exhibit polymorphic behavior nat-
1951 urally becomes smaller. The decrease in the NOP
1952 metric improves the Understandability and reduces
1953 the Flexibility value. Moreover, the private methods
1954 should become visible to all the classes that depend
1955 on them if they are moved from the original class.
1956 Thus, the CIS metric values become lower, thereby
1957 decreasing the Reusability according to the function
1958 defined in the QMOOD model. The least refactoring
1959 operations are performed using Moore’s approach,
1960 which means that it has the fewest side effects on the
1961 Flexibility and Reusability of the code.
1962 (7) Obviously, Moore’s algorithm consumes the least
1963 time because it performs the fewest refactoring oper-
1964 ations. In the Snelting/Tip algorithm, the time com-
1965 plexity for generating the concept lattice is
1966 Oð2jEntj�1jObjjjEntj2Þ [51] in the worst case, where
1967 jEntj is the total number of the entities in the system
1968 and jObjj is the total number of objects declared in
1969 the clients. The Snelting/Tip algorithm also takes the
1970 longest time because the process required to analyze
1971 the relationships between objects and entities is also
1972 time-consuming.
1973 The simulation results indicated that the performance of
1974 our algorithm was highly stable with the different systems
1975 and its suggested refactoring operations were meaningful.

1976 7.3 Threats to Validity

1977 Three types of subjects completed our questionnaires, i.e.,
1978 Master students, PhD students and professionals, which con-
1979 sidered as the junior, intermediate and senior software quality
1980 evaluators, respectively. As the subjects were not the original
1981 developers of the object systems, they might not fully under-
1982 stand the source codes. To mitigate this threat, we reserved 2
1983 or 3 days for participants to perform rich analysis of refactor-
1984 ing results, and all the students have received training about
1985 the software refactoring techniques. Fortunately, the survey
1986 results provided by these three types of subjects were similar,
1987 so that they had important reference values in evaluating the
1988 usability of the proposed refactoring tool.
1989 Nevertheless, evaluation results by experts may be sub-
1990 jective to some extent. To avoid bias, we design the ques-
1991 tionnaire following the principles proposed by Bavota et al.
1992 [22] and Stone [52]:

19931) Providing the objective answer options for partici-
1994pants, including “Yes”, “No” and “Maybe”. Also,
1995they could add an optional comment explaining the
1996rationality behind each score.
19972) We did not show the goal of our experimentation dur-
1998ing the investigation to avoid suggestive behaviors.
19993) No conformity and authority effects on the evalua-
2000tion results, as the evaluators submitted answers via
2001E-mails without discussion. Thus, neither participant
2002knows the results of others.
2003Based on the above considerations, we can say that the
2004subjects not tried to please the experimenters even though
2005they provided the positive results.
2006We had to re-implement the algorithms compared in this
2007study because they are no longer active projects. It should
2008be noted that Moore’s algorithm was designed for the Self
2009language, but we applied it to Java projects by removing the
2010refactoring operations that introduce multiple inheritances.
2011These changes may have affected the refactoring results
2012obtained. To ensure a fair comparison, we removed as
2013many duplicated methods as possible but without changing
2014that the code’s behavior.

20158 CONCLUSIONS

2016In this study, we proposed a refactoring algorithm based on
2017complex network theory, which obtains the optimal function-
2018ality distribution from a system viewpoint. This approach
2019combines three types of refactoring, i.e., move method, move
2020field, and extract class, to remove the “bad smells“ caused by
2021cohesion and coupling problems associated with both inheri-
2022tance and non-inheritance hierarchies. The software system is
2023described by a class-level multi-relation directed network and
2024method-level weighted undirected networks. We complete
2025the refactoring preprocessing using the former, whereas the
2026latter is combined with a weighted clustering algorithm to
2027perform refactoring operations according to the principle of
2028“high cohesion and low coupling.“ The similarity between
2029the methods is equal to the weighted summation of the four
2030types of coupling relationships, i.e., sharing attribute, method
2031invocation, semantic relevance, and functional coupling. To
2032obtain a more general parameter configuration, we used 50
2033systems with good designs from GitHub to tune the four
2034types of coupling coefficients. We proposed a flexible mecha-
2035nism to allow developers to balance the system benefits
2036against the refactoring costs. Finally, the functions mentioned
2037above were encapsulated in an executable tool, which allows
2038users to perform refactoring operations automatically.
2039To verify the validity of the proposed approach, we per-
2040formed comparisons with similar approaches. Furthermore,
2041we considered the refactoring operations performed by the
2042original developers as the “gold standard“ and we evalu-
2043ated whether the proposed refactoring suggestions made
2044sense from a developer’s viewpoint. System-level metrics
2045for the Reusability, Flexibility, and Understandability func-
2046tions defined in the QMOOD and maintainability models
2047were also used to evaluate the refactoring effects. Automatic
2048refactoring experiments were conducted using five open
2049source software systems, i.e., JHotDraw, JFreeChart, JEdit,
2050HSQLDB, and Jmol. Lists of refactoring suggestions were
2051obtained by comparing the structure of the system before
2052and after performing the refactoring operations. In total,
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2053 40 PhD and masters students as well as 60 professional soft-
2054 ware quality evaluators from five globally recognized com-
2055 panies, i.e., Baidu, Netease, Kingsoft, Yonyou, and Senyint,
2056 completed questionnaires to evaluate the effectiveness of
2057 the refactoring algorithm. The assessment results demon-
2058 strated that the proposed approach can resolve cohesion
2059 and coupling problems without changing the external
2060 behavior of the code, as well as helping to improve the
2061 understandability, flexibility, reusability, and maintainabil-
2062 ity of code.
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